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Abstract

Diabetes is a metabolic disorder that can be regulated through proper physi-
cal activity and diet management. This paper is about developing a stochastic
model by using Layered Hidden Markov Model (LHMM) for diabetes. In LHMM,
we considered two hidden layers and one emission state layer. Here, we find out
the probability of emission state sequence by the forward algorithm. Further,
we derived probability mass function for one-state, two-state and three-state
sequences for non-diabetes and diabetes emission states. We also derived the
explicit relations for mean, variance and other Pearson’s coeflicients of Skewness
and Kurtosis of the formulated probability distribution. The model behaviour is
studied in detail with real-time data on diabetes from secondary data sources.
This study considered three variables, namely (i) physical activity, (ii) obesity
category based on BMI, and (iii) having diabetes. It is assumed that diabetes is
influenced by obesity, and obesity is influenced by physical activity. After a thor-
ough analysis of data, it is observed that (i) from one day sequence, the state
of non-diabetes is more likely, (ii) from the two-day sequence, the chances of the
probability for two consecutive occurrences of the emission state of non-diabetes
is 0.50; and (iii) from the three-day sequence, the chance of three consecutive
occurrences of the emission state non-diabetes is around 0.38. From the transition
and emission probability matrices, we found that those who are doing physical
activity daily have less chance of obesity, and those who are not doing physical
activity have a high chance of obesity, and later, they will be getting the risk of
diabetes

Keywords: Diabetes, Layer Hidden Markov Model (LHMM), Probability
Distribution, Obesity, Physical Activity.



1 Introduction

Diabetes is a metabolic disorder which can be regulated through the proper man-
agement of physical activity, diet and some extent of using drugs. It is a threefold
management strategy for diabetes care. Glucose metabolism is used to maintain the
normal blood glucose level within the 70-110 mg/dl range in a healthy person. Glucose
metabolism is influenced by factors like insulin secretion by the pancreas through beta
and gamma cells. The rate of glucose metabolism among type-2 diabetes patients will
be sullen due to the lack of sufficient insulin secretion in the blood. Healthy levels of
weight and BMI are also playing a vital role in the maintenance of normal glucose lev-
els as physical activity and BMI are regulating factors. Increasing the insulin secretion
levels through the pancreas is influenced by the BMI, and physical activity can be
achieved by properly understanding the pancreas’s functioning and metabolism rate.

According to International Diabetes Foundation (IDF) 2021 report, 10.5% of the
adult population has diabetes, and they have predicted that by 2045, every 1 in 8
adults may become diabetic. World Health Organization declared that about 1.5
million deaths were caused by diabetes, kidney diseases caused by diabetes and CVD
in 2019. India ranks second in global for diabetes epidemics after nearby country
China. There is much-reported research work on diabetes. This study focused on
developing the layer-hidden Markov model (LHMM) for diabetes to understand the
relationship between physical activity, obesity and diabetes. It has considered two
hidden layered variables namely (i) physical activity and (ii) obesity, and there is a
single layer of emission states on diabetes. The construction of LHMM is to get the
explicit mathematical relations for probabilities of the emission states with different
lengths of sequences. The activity is extended to derive the probability distributions
of different states and lengths of the sequences. The statistical characteristics are
obtained in terms of mathematical relations for the formulated probability distribu-
tions. In order to verify the validity of the model and understand the applied utilities
of the developed model, secondary data on diabetes is used from Neha Prerna Tigga
and Shruti Garg in 2019.

Markov model is a stochastic model where the current state depends only on
the previous immediate state introduced by Andrei A. Markov (1906). Introduced
the Hidden Markov Model [1]. Provided a comprehensive overview of HMMs and
their application in speech recognition [2]. Used LHMM on a robust tokenizer that
can correct spelling mistakes and recover from segmentation errors [3]. Provided the
layered probabilistic representations using hidden Markov models for performing,
sensing, learning, and inference tasks at multiple levels of temporal granularity [4].
Used layered hidden Markov models to diagnose the states of a user’s activity based
on real-time streams of evidence from video, audio, and computer interactions [5].
Mentioned that LHMM is suitable for modelling te-le-operation trajectory-tracking
tasks [6]. Demonstrated the hierarchical architecture decouples the motion analysis
into different temporal granularity levels by LHMM [7]. Proposed the first layer of
HMMs detects short primitive motions with direct targets [8]. The cross-layer infer-
ences were used to design CLHMM to strengthen the reasoning efficiency and reduce



the computational complexity [9]. Identified that the double-layer HMM can recog-
nize the driving intention and predict the driving behaviour accurately and efficiently
[10]. Applied trained HMM for Diabetic Retinopathy screen images with genetics [11].
Proposed a model that achieves significantly better recognition performance than the
other models [12]. Applied the layered hidden Markov model and successfully used it
with physiological data from co-contracting arm muscles to achieve accurate intent
prediction during task operations [13]. Applied HMM for estimating the prevalence
of type-2 diabetes through HbAlc > 6.5 [14]. Applied three multilevel HMM for type
1 diabetes and estimated the probabilities between generations from parents and
children [15].

After observing the reported literature on HMM for diabetes, it is evident that
maximum research studies are on single one-layer HMM such as using HbAlc lev-
els, BMI, sugar levels, etc. for diabetes. However, diabetes is affected by more than
one causing factor. The study of diabetes impact shall be influenced by more than
one hidden factor hence, in order to get the rational relations of emission states, that
shall be considered with the impact of more than one causing hidden factor. Therefore
applying the general single-layered HMM may not be appropriate. This limitation can
be avoided by considering the multi-layered HMM. The core activity of this study is
the formation and characterization of Probability distributions of different emission
states that are influenced by two-layer hidden states. Deriving the explicit mathemat-
ical relations of statistical characteristics is an extended activity. Understanding the
model behaviour with real-time data and the performance of sensitivity analysis on
the fluctuations of diabetic status is also the core motivation behind this study.

2 Two layer hidden Markov model

The hidden Markov model (HMM) is a stochastic model used to find the chance of
hidden states that influence the emission state’s sequence. For example, HMM will
be useful in finding the probability of observing the patient in the state of diabetes
when he/she is in the different states of HbAlc. Diagnoists can classify whether
patients are in a healthy, pre-diabetic or diabetic state based on the emission state’s
probabilities. The specified categorical states based on HbAle (i) 4 < HbAle < 5.6;
(ii) 5.7 < HbAlc < 6.5; and (iii) HbAlc = 6.5+ are considered as the hidden states.
Classified states on the condition of the patients like (i) Healthy; (ii) Pre-Diabetic
and (iii) Diabetic are the emission states.

HMM are widely used in computer science, engineering, Computational Biology,
Machine learning, Al, etc. Usually, HMMs are of one-layer hidden states and one-layer
emission states. For modelling different stochastic processes in the natural language,
the word Hierarchical Hidden Markov Model (HHMM) was used by [16]. Further,
when the data have mixed up with different combinations of variables, it is more
appropriate to study the observed states with the Layered Hidden Markov Model
(LHMM).



The Layer Hidden Markov Model (LHMM) is an HMM based on data that can
interchange our model, but it should satisfy the assumptions of the Markov chain.
So, in this paper, we made an attempt on LHMM for diabetes because diabetes is
influenced by many factors, and each factor may be considered as one layer. So based
on this motive we have initiated the study with two LHMM where both the layers
have two hidden states each and two emission states. This model has considered the
emission states as (i) non-diabetic and (ii) diabetic; hidden layer 2 is with states of (i)
having obesity and (ii) not having obesity; influenced by the hidden layer 1 with the
states (i) presence of physical activity and (ii) absence of physical activity. The figure
[1] presents the functional schematic diagram.

2.1 Assumption and notations of the model

Let A = (m, A, B, C, D) be the proposed model to develop.

Let 7 be the Initial probability vector of the hidden states (layer-1).

Let A = be the Transition probability matrix among the states of the first hidden
layer.

Let B be the Connection probability matrix among the states from the first to the
second hidden layer.

Let C be the Transition probability matrix among the states of the second hidden
layer.

Let D be the Emission probability matrix among the observed states (from the second
hidden layer’s states to the observed states).

2.2 Mathematical description

The mathematical description for the proposed two-layer hidden Markov model is
denoted as A = (m, A, B, C, D) as follows.

2.2.1 Imitial probability vector

Initial probabilities are the starting probabilities of the model. In this proposed model,
we have two hidden layers for initial probabilities. However, the probabilities of the first
hidden layer are only considered for the study purpose. Letm; be the initial probability
of the ith state in the first hidden layer. As we have considered two hidden states
in the first layer, i=1,2. m; > 0, and 2?21 m; = 1.Hence, i represents the number of
hidden states in the first layer, 0 < m; < 1.

2.2.2 Intra-layer transition probability matrices (A & C)

A and C are the TPMs with the transition probabilities within the states of hidden
layers 1 and 2 respectively.

Within layer-1: The TPM deal with the intra-transitions among the hidden states
of the first layer. Let X, be the value (state) of n'" trial in the Hidden layer-1.
Further, A = [a;;] ;aij = Pr{X,41 = j|Xn, =1} ; Z?:l a;; =1Vi=1,2 .where i and



j are the transitions within a hidden state of layer-1 and0 < a;; < 1.

Within layer-2: The TPM deal with the intra-transitions among the hidden states
of the second layer. Let Y, be the value (state) of n* trial in the Hidden layer-2.
Further, C' = [cxi] ; cor = Pri{Yn41 = 1Y, =k} ; Zle ¢k = 1V k =1,2.where k and
1 are the transitions within hidden states of layer-2 and 0 < ¢x; < 1.

2.2.3 Inter-layer transition (Connecting) probability matrix (B):

These matrices deal with the inter-layer connecting probabilities. B is the connecting
transition probability matrix between layer-1’s hidden states & layer-2’s hidden states.
D is the Emission transition matrix between the hidden states of layer-2 and the
emission states of the observed variable. B = [b;i] ; bjk = Pr{Yn+1 = k|Xn = j} ;
Zi:l bjr =1V j = 1,2.where j and k are the transitions between 4t hidden state of
layer-1 to k" hidden state of layer-2.0 < bj, < 1.

2.2.4 Emission probabilities

Emission probabilities are the observed state probabilities from the latest hidden layer.
D = [dim] dim = Pr{Z,+1 = m|Y,, = 1}; Zinzl di, = 1V 1 = 1,2.where 1 and m are
the transitions between [** hidden state of layer-2 to m'" emission state of observed
variable, and0 < dj,,, < 1.

2.3 Schematic diagram for two-layer HMM

Z)[ 1 ::><:: ])»_)_)

Layer one

Layer Two

Emission states

Fig. 1 Layered hidden Markov model with two hidden states and one emission layer



Hidden states and Layers are denoted by

HijVi=1,2&j=1,2
where i is the layer number and j is the state number.

3 Emission state sequence and its probability
distribution

This section deals with a forward algorithm to formulate probability distributions for
the emission state sequences with different lengths (say one, two and three). Using
HMM, we can find the probability of emission states sequence by forward algorithm,
best-hidden states sequence path and parameter estimation by Baum-Welch algo-
rithm. Our model has two hidden layers with two states each and one emission layer
with two states. Once the probabilities of different lengthened sequences are obtained,
it will facilitate finding the probability distributions of that specific sequence. To sub-
mit on more clear lines, suppose there are two emission states, the sequence length
is three, then the total possible events are eight and finding the probability distribu-
tion needs to find the probabilities of each of these eight exclusive events. This study
focused on formulating the probability mass function of the two emission states namely
‘non-diabetes state’ and ‘diabetes state’ with the length of one-state, two-state and
three-state sequences. There are altogether six probability mass functions formulated
and verified for validity. Further, the mathematical expressions for statistical charac-
teristics like mean, variance, Skewness and Kurtosis are derived. The mathematical
model while formulating considers the notations of F, means non-diabetes, Fs means
diabetes, Ho; means not having obesity and Hso means having obesity and H;; means
not, doing physical activity and Hio means doing physical activity.



3.1 Forward algorithm for two hidden layers and one emission

layer

Algorithm 1 Forward algorithm for two hidden layers and one emission layer

Require:
1: A Sequence of observed emissions (length T")
2: N1: Number of states in the first hidden layer
3: IN2: Number of states in the second hidden layer
4: m: Initial state probability vector for the first hidden layer
5: A: Transition probability matrix for the first hidden layer
6: B: Connection probability matrix from the first to the second hidden layer
7. C: Transition probability matrix for the second hidden layer
8: D: Emission probability matrix for the second hidden layer

Ensure: P(\ | model): Probability of observing the sequence A given the two-layer

9:
10:
11:
12:
13:

14:

15:
16:
17:

18:

HMM model
Initialize o matrix of size T'x N1 x N2
a[1][i][f] « 71[i] x Bl[i][j] x D[J][O[1]] for i =1 to N1 and j =1 to N2
for t <+ 2 to T do
for i < 1 to N1 do

for j < 1to N2 do
N1

QWi — Y 3 alt — Ulprevipren,] x Afprev]ii x
Clprev,]lj] x DON] J
end for

end for
end for

P(A | model) +

1=

N2
> a7l

1

i

3.2 Probability of one emission state sequence and its

probability distribution

The probability of one emission state sequence is given below using the forward
algorithm with a graphical representation.
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Fig. 2 Foreword algorithm for LHMM with one emission state

The probability for one emission state sequence from the figure [2] is given by

2

2

Jji=1 j2=1

3.2.1 Probability distribution & statistical characteristics of
emission state (Non-Diabetes) with sequence length one

Let’s assume that we have the following one-state sequence, i.e. F; and emission states
are Fy1, Es. So the total number of possible cases is 2. Let X;(w) =no.of E;’s in
emission state sequence, then by using the probability of sequence from the equation
[1], pmf is given by.

2

- _1dj0a0 21 =0

P(X)(w) =) = gt 2 01 @
D1 i =1

where

2
o= E :7TJ'2bj2j1

jo=1
Statistical Characteristics
2
ph = ZdjllaVT:1,2,3,4 (3)
J1=1
2 2
H2 = Z djlla(l - Z djlla) (4)
ji=1 ji=1



pa= Y dina{(1-2)  dina)(1- ) dja)} (5)

ji=1 ji=1 ji=1
2 2 2 2
pa=>_ dina(Y  dia—1{3> djia—3() dja)2-1} (6)
ji=1 ji=1 ji=1 ji=1
2 2 2
Br=(1-2% dina)’(Y djna(l =) djia)™ (7)
Ji=1 Jji=1 Jji=1
2 2 2 2
B2 = (3(2 djlla)2 -3 Z dj 1o+ 1){2 djlla(l - Z djlla)}_l (8)
ji=1 ji=1 ji=1 j1=1

3.2.2 Probability distribution & statistical characteristics of
emission state (Diabetes) with sequence length one

Let’s assume that we have the following one-state sequence, i.e F» and emission states
are Fy, Es. So the total number of possible cases is 2. Let Xo(w) =no.of Ey’s in
emission state sequence, then by using the probability of sequence from the equation
[1], pmf is given by.

2
P(XQ(OJ) _ .’L‘g) — 2%1:1 j1100 T (9)
=i w1 =1
where
2
a=> mbjj
J2=1
Statistical Characteristics
2
py=Y djpaVr=1,234 (10)
ji=1
2 2
H2 = Z dj12a(1 - Z dj12a) (11)
J1=1 Ji=1
2 2 2
ps =Y djpa{(1-23 " dj20)(1 =) dja0)} (12)
ji=1 ji=1 j1=1
2 2 2 2
Ha = Z dj12a(z dj12a - 1){3 Z dj12a - S(Z dj12a)2 - 1} (13)
Jji=1 Jji=1 ji=1 ji=1
2 2 2
B = (1 -2 Z dj12a)2(z dj12a(1 - Z dj12a))_1 (14)
ji=1 ji=1 j1=1



- 3(2 dj12a)2 -3 Z dj12a + 1){2 dj12a(1 - Z dj12a)}71 (15)

ji=1 ji=1 ji=1 ji=1

3.3 Probability of two emission state sequence and its
probability distribution

The probability of two emission state sequences is given below using the forward
algorithm with a graphical representation.

dan dii da2 dya

21
T02
22

Fig. 3 Foreword algorithm for LHMM with two emission states

The mathematical expression for obtaining the probability of two emission state
sequences from the figure [3] is given by

2 2

2 2
E11E12 Z Z Jiii ]2Z2C]1J2 Z Z ﬂ—ljaa%mbﬁ;h P Vin,ip =1,2 (16)

Jj3=1ja=1

3.3.1 Probability distribution & statistical characteristics of
emission state (Non-Diabetes) with sequence length two

Let’s assume that we have the following one-state sequence, i.e. E1, Fs and emission
states are F7, F5. So the total number of possible cases is 2. Let X5(w) =no.of Ey’s in
emission state sequence, then by using the probability of sequence from the [16], pmf
is given by.

2 2
2%1:1 252:1 dj 2dj,200 2 =0
P(Xg(w) = :c3) Ejlzl Ejg:l(djlldj22 + djlgdjzl)a To =1 (17)
2 2
Zjlzl Zj2:1 djlldjzla T = 2

10



where,

2 2
= E , E 155354 bjaga Cirjo
Js=1ja=1

Statistical Characteristics

fiy. = 01 + 276, (18)
2 2
where §; = Z Z j11dJ22 + djlgdj21 ad& by = Z Z dj 1dj100 (19)
Jji=1j2=1 J1=1j2=1
Mo = 91 — 9% + 492 - 49102 - 49% (20)
H3 = (—1 + 601 + 292)(26% + 8(—1 + 92)92 + 91(—1 + 892)) (21)
g = 0y — 407 + 605 — 307 + 1665 — 4400105 + 36070, — 240305 — 64607 + 720,03 + 4805 —
(22)
B__@4+9y+wg%%%+&—1+%w2+&p&+8%»2 (23)
! (62 + 4(05 — 1)05 + 6, (405 — 1))3
01 — 467 + 603 — 307 + 1602 — 4400102 + 360705 — 2460305 — 6463+
By = 720,02 + 4803 — 966,603 — 48604

(91 — 0% + 4605 — 46165 — 49%)2
(24)

3.3.2 Probability distribution & statistical characteristics of
emission state (Diabetes) with sequence length two

Let’s assume that we have the following one-state sequence, i.e. E1, F» and emission
states are F1, Ea. So the total number of possible cases is 2. Let X4(w) =no.of Ey’s in
emission state sequence, then by using the probability of sequence from the equation
[16], pmf is given by.

2 2
251:1 E%'g:l dj1djo zy =0
P(Xy(w) = x4) Zh:l ng:l(djlldjzz + djlgdj21)a To =1 (25)
9 9
D=1 2jam1 djr2djy00 Ty =2

2 2
= E , E 155554 bjaga Cirjo
j3: 4=1

Statistical Characteristics

fiy. = 01 + 276, (26)
2 2
where 01 = Z Z jlldj22 + dj12dj21 Oé&92 Z Z djlgdjzga (27)
Jji=1j2=1 j1=1ja=1
Mo = 01 — 9% + 492 - 49192 - 49% (28)

11

966, 603

— 4865



p3 = (=14 601 +2605)(207 + 8(—1+ 62)02 + 01(—1 + 865)) (29)
pa = 01 — 407 + 603 — 307 4 160y — 4400105 + 36020, — 24030, — 6462

+ 720,03 + 4803 — 960,05 — 480, (30)
(=1 + 61 +2605)2(207 + 8(—1 4 0)02 + 61 (—1 + 865))?

= 31
A (02 +4(02 — 1)02 + 04 (462 — 1))3 (31)
01 — 4602 + 603 — 307 + 160y — 4400105 + 360205 — 24630, — 6403+
5 720,03 + 4863 — 960,05 — 4803
2 =

(01 — 07 + 405 — 40,0, — 462)2
(32)

3.4 Probability of three emission state sequence and its
probability distribution

The forward algorithm concept gives the probability of three emission state sequences.

)
To2

Fig. 4 Forward Algorithm for Three States

The probability sequence for three emission state sequences from the figure [4] is
given by.

2 2 2

2 2 2
P(EyEi,Ei) =3 Y > djyidiyiniinCinjaCinia® D D > T25405u5s G jobjain s Vit i, i = 1,2,3

j1=1jo=1 jz=1 Jja=1j5=1je=1

(33)

12



3.4.1 Probability distribution & statistical characteristics of
emission state (Non-Diabetes) with sequence length three

Let’s assume that we have the following one-state sequence, i.e. F1, Fo, E1 and emission
states are F1, Ea. So the total number of possible cases is 2. Let X4(w) =no.of E;’s in
emission state sequence, then by using the probability of sequence from the equation
[33], pmf is given by.

Y Y Yo djiadiyads0 z3 =0

St Y Yo (didyyadin + djy2djyide + djyadiad ) w5 =

S e S (diididigs + djadjpidygy + djidy,odia ) xs =2

Y1 Yt Yo didjpida T3 =3
(34)

P(X5(w) = x5) =

where
2 2 2
=3 > M2y Wsiebies CirinCings

Statistical Characteristics

pr =01 +2"05 + 3705 ,Yr =1,2,3,4 (35)
2 2 2
where, 01 =Y Y Y (djdjyadisn + djyadjyidigs + djyady,adss)a (36)
J1=1j2=1j3=1
2 2 2
0= Y > (djndjdjye + djyadjidi + djdjyads,)o (37)

J1=1j2=1j3=1

2 2 2
5= > > djndjidia (38)

Jj1=1j2=17j3=1
o =607 — 9% + 4605 — 460165 — 49% + 9605 — 660103 — 120505 — 99% (39)
3 = 203 + 1605 + 2403 (—1 + 3603) + 307 (—1 + 405 + 663) + 2703(1 — 363 + 263)

+ 205(4 — 4503 + 5402) + 01 (1 + 2462 — 3605 + 5402 + 1805(—1 + 463))
(40)
g = —307 — 4805 — 9603 (—1 + 3603) — 6607 (—1 + 405 + 6603) — 803 (8 — 6305 + 8107) — 8103(—1 + 465 — 603 -
— 805(—2 + 3903 — 108603 + 8163) — 207 (2 + 3605 — 4505 + 8103 + 1205(—2 + 963))
— 01(—1 + 9603 + 12005 — 37803 + 32463 + 2405 (—5 + 1803) + 802(5 — 5403 + 8163))
(41)

3.4.2 Probability distribution & statistical characteristics of
emission state (Diabetes) with sequence length three

Let’s assume that we have the following one-state sequence, i.e. E1, Fs, F4 and emission
states are F1, Ea. So the total number of possible cases is 2. Let Xg(w) =no.of Es’s in
emission state sequence, then by using the probability of sequence from the equation

13



[33], pmf is given by.

2 2 2

Zjlzl ijzl Zj3:1 dj1dj,1dja T3 =
2 2 2

D et 2ot 2gsm1 (din1dgu1djs2 + dj1djy0djsn + dj2djdjn)a s =1
2 2 2

D=1 2jomt 2js=t1 (dir1d4o2djs0 + dj 2djy1djso + djy2dy0djsn ) 3 =2

2 2 p)
Zjlzl Zj2:1 stzl dj 2dj,2dj,00 r3 =3
(42)

P(X¢(w) = w6) =

where
2 2 2
a= E E E 244 Qa5 Qjs i Oje g1 Cir g2 Ciajs
Ja=175=1js=1

Statistical Characteristics

pr =01 +2"05 + 3705 ,Yr =1,2,3,4 (43)
2 2 2
where, 01 =Y "> (dj1dpidys + djndjpadin + djadidsg)a (44)
Jj1=1j2=17j3=1
2 2 2
0= Y > (djdjadjye + dj2djyids,s + djadjyadj,)a (45)

J1=1j2=1jz=1

2 2 2
O3 = Z Z Z dj 2dj,0d;j 00 (46)

Jj1=1j2=1j3=1
o = 01 — 07 + 405 — 46,05 — 403 + 903 — 66,05 — 120,05 — 9632 (47)
3 = 203 + 1605 + 2403(—1 + 3603) + 307 (—1 + 405 + 663) + 2703(1 — 303 + 202)

+ 205(4 — 4503 + 5402) + 01 (1 + 24602 — 3603 + 5402 + 1805(—1 + 463))
(48)

g = —307 — 4805 — 9605 (—1 + 303) — 6603 (—1 + 460, + 663) — 802(8 — 6305 + 8163)
— 8103(—1 + 4603 — 603 + 303) — 80o(—2 + 3963 — 10803 + 81603) — 207 (2 + 3605 — 4503 + 8163

+ 1209(—2 + 903)) — 01 (—1 + 9605 + 12003 — 378603 + 32463 + 24603 (—5 + 1863) + 862(5 — 5403 + 8
(49)

4 Numerical illustration

For the data analysis, we worked on secondary data on Diabetes used by [17]. The
data set consists of 17 variables and 952 instances. For our proposed model, we took
three variables: hidden layer one is Physical activity, hidden layer two is BMI and
emission state is having the issue of Diabetes. From the data set, hidden layer one is
the physical activity. We have four options: none, less than half an hour, more than
half an hour and one hr or more. We classified these options into two categories: (i)
‘NO’ means; none and less than half an hr, and (ii) ‘YES’ means more than half an hr
and one hr or more. For the second layer, we took BMI as obesity. If the BMI range
is (i) less than 30, consider it as ‘ABSENCE’ and (ii) if it is more than 30, consider

14



it as ‘PRESENCE’. For emission states, we consider having or not having diabetes. If
it is not having, we consider it non-diabetes (the state is NO), whereas if it is having,
we consider it Diabetes ( the state is YES). The sample template of the Excel data
[5] and graphical representation [6] show here.

b ) t N R ( I I
e Gencer o Diees i Psialtve 0 Sng ool S Soundle e Jnond S Sl g Pt onF ol
LI N m & oehome  Hmoom T Crne smfies i | Ontmido

I8 N m & kst Booow Pt wyotrsomeings om0 (i o
LU Mk m 0 ey Un n P fm cEmsmeines om0 Ot o
POE Nk 0 ey B n i i cEmsmeines om0 Ot o
A N 3 A [ i i cEmsmeines om0 Ot o
T4 Ve m e o w0 ln Crne smfies i 0 Omtmuyes
Elestande 0 ey Un n i i cEmsmeines om0 Ot o
! st 0 lstadtah D n N crne smefes o | Ontmido
D0 Mok e 0 oeormge Bn o w 1 csmsmeines om0 Ot o

Fig. 5 Sample data from excel sheet highlighted variables are studied in this paper

The scrutiny and data cleaning is considered for identifying the missing data. It
is observed that out of 952 instances, only 948 cases are having the data presence
instances. The data analysis has carried out on three platforms: Mathematica, Excel
and R. After performing, values are followed for different layers and emission states.
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HMM data view, n = 158
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Fig. 6 Data visualization by seqHMM from R

4.1 Initial probability vector

Initial probabilities are starting probabilities from the hidden layer 1, calculated by
how many ‘NO’ and ‘YES’ are in physical activity divided total number of instances.
Frequency and initial probability vectors are given [4.1]. There are 467 no and 481 yes
by using the formula of an initial probability vector given below.

7 = [0.4926, .5074]

4.2 Intra-Layer Transition Probability Matrices (A & C)

The proposed model has two transition probabilities, physical activity and obesity
they are given in [4.2.1, 4.2.2].

4.2.1 Layer-1

Transition probabilities follow the Markov chain property. Here TPM is defined and
explained for the physical activity layer.

No Yes
No [0.5225 0.4775
Yes [0.4646 0.5354



From the [4.2.1] state-1(No)it is observed that 52 % of the adults are not doing physical
activity and around 48 % of adults later on are doing physical activity. From the state-
2 (Yes) 46 % of adults are stopped physical activity and 54 % they still doing physical
activity.

4.2.2 Layer-2
The TPM is defined [4.2.2] and explained for the obesity layer.

Absent Present
B~ Absent 10.8912  0.1088
Present |0.3774 0.6226

From the [4.2.2] State-1(Absent)it is observed that 89 % of the adults are not having
obesity, but in the future, 11 % are about to be affected may be due to improper diet
or physical activity. From state-2(Present) 38 % of adults came to normal from obesity
by doing physical activity or proper diet management and 62 % still are having obesity.

4.3 Inter-Layer Transition (Connecting) Probability Matrix
(B)

The connecting probabilities given in [4.3] are the probabilities between physical
activity and obesity.

Absent Present
C = No [0.7516 0.2484
Yes |0.7983 0.2017

From the [4.3] it is observed that those who are doing physical activity their an obesity
percentage less than those who are doing. So this study recommended for adults,
physical activity is important.

4.4 Emission Probabilities

The emission probabilities [4.4] are the observable probabilities between the latest
hidden layer and the observable layer they follow.

Non — Diabetes Diabetes
D= Absent 0.7442 0.2558
Present 0.6385 0.3615

From the [4.4] emission matrix observe that those who are having obesity they have
a high chance of diabetes compared to non-obesity adults.
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4.5 Schematic Diagram with Numeric
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Fig. 7 Numerical schematic diagram of two-layered HMM
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4.6 Probability Mass Function for Non-Diabetes

From the mathematical derivation section [3] probability mass functions with different
state sequence lengths are followed.

XD 0 1 2 3
P(x1)(one-state) 0.2795513 | 0.7204487 - -
P(z3)(two-state) | 0.07913679 | 0.4007851 | 0.5200781 N

P(ws)(three-state) | 0.02256991 | 0.1691853 | 0.4324583 | 0.3757864

Table 1 Probability mass function for non-diabetes with different state

sequence length

Table [1] observed that the probability of non-happening is low compared to the
happening events but it shows a significant probability for diabetes. In the two-state
and three-state probability of non-happening is low compared to happening.

18



4.7 Probability Mass Function for Diabetes

Xp 0 1 2 3
P(z1) | 0.7204487 | 0.2795513 - -
P(xz2) | 0.5200781 | 0.4007851 | 0.07913679 -
P(z3) | 0.3757864 | 0.4324583 0.1691853 0.02256991

Table 2 Probability mass function for diabetes

Table [2] observed that the probability of happening is low compared to the non-
happening events but shows a significant probability for diabetes. In the two-state and
three-state probability of happening is significant for the diabetes state.

4.8 Statistical Characteristics for Non-Diabetes

From the pmf from [4.6] statistical characteristics was calculated and verified with
mathematical expressions.

Sno | Statistical Measure | One-State Two-States | Three-States
1 Mean 0.7204487 1.440941 2.161461

2 Variance 0.2014024 0.4047856 0.6091817

3 us -0.08879779 | -0.1802507 -0.2732452

4 L4 0.07971363 0.4071191 0.9865976

5 Skewness 0.9651853 0.4898675 0.3302666

6 Y1 0.9824385 0.6999053 0.5746883

7 Kurtosis 1.965185 2.484685 2.65856

8 Y2 -1.034815 -0.5153154 -0.3414403

Table 3 Statistical characteristics for non-diabetes

Table [3] observes that when state sequence increases, variance also increases, the
third central moment has a negative trend and the fourth central moment is positive.
In the shaping parameter, probability distribution has positive Skewness for all three
states and Kurtosis have higher peakedness.

4.9 Statistical Characteristics for Diabetes

The statistical characteristics for diabetes were obtained from [4.7] and verified with
mathematical expressions [3].
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Sno | Statistical Measure | One-State Two-States | Three-States
1 Mean 0.2795513 0.5590587 0.8385387

2 Variance 0.2014024 0.4047856 0.6091817

3 ns 0.08879779 | 0.1802507 0.2732452

4 a 0.07971363 | 0.4071191 0.9865976

5 Skewness 0.9651853 0.4898675 0.3302666

6 Y1 0.9824385 0.6999053 0.5746883

7 Kurtosis 1.965185 2.484685 2.65856

8 Y2 -1.034815 -0.5153154 -0.3414403

Table 4 Statistical characteristics for diabetes

Table [4] shows that the diabetes state average is in increasing when the state
sequence increases and the remaining statistical characteristics except ug are the same
as non-diabetes.

5 Results and Discussions

For the proposed Layer Hidden Markov Model (LHMM), the results are as follows,
formulated in mathematical form for obtaining the finding probability of emis-
sion state sequence by the forward algorithm shown in section [3]. Further based
on happening or occurrences derived, the probability mass function for emission
state sequence for non-diabetes and diabetes with statistical characteristics deriva-
tions verified with Mathematica and MS-Excel by numerical examples in sections
[3.2 3.3 3.4]. For the numerical illustrations, worked on secondary data collected
by a researcher. Taken three variables from the data: physical activity, BMI and
diabetes. Here assumptions for the variables are as follows physical activity is hid-
den layer 1, BMI is hidden layer 2 influenced by physical activity and Diabetes is
influenced by BMI. Performed numerical illustration in RStudio with manual cod-
ing. The statistical results are as follows: In one state sequence, the non-diabetes
probability is 0.7204 and Diabetes is 0.2796. Similarly for 2 emission states like
P(diabetes,non-diabetes)= 0.200417 , P(non-diabetes,diabetes)= 0.2003681 , P(non-
diabetes non-diabetes)=0.5200781 and P(diabetes diabetes)= 0.07913679. For three
states P(non-diabetes non-diabetes non-diabetes)= 0.3757864 ,P(diabetes diabetes
diabetes)= 0.02256991,P(diabetes non-diabetes non-diabetes)= 0.1443435, P(non-
diabetes diabetes non-diabetes)= 0.1438234, P(non-diabetes non-diabetes diabetes)=
0.1442915, P(non-diabetes diabetes diabetes)= 0.05654473, P(diabetes non-diabetes
diabetes)= 0.05607364 and P(diabetes diabetes non-diabetes)= 0.05656694. when the
state sequence increase then the mean and variance also increase. In both cases
Skewness is positive, and Kurtosis is high peakedness.
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